
From: Alperin-Sheriff, Jacob (Fed)
To: Moody, Dustin (Fed)
Subject: Re: PQC comments
Date: Thursday, September 15, 2016 2:15:30 PM
Attachments: Organizing Comments on Draft.docx

Here, sorry again.

From: "Moody, Dustin (Fed)" <dustin.moody@nist.gov>
Date: Thursday, September 15, 2016 at 12:59 PM
To: "Alperin-Sheriff, Jacob M. (Fed)" <jacob.alperin-sheriff@nist.gov>
Subject: RE: PQC comments

Jacob,
Did you send it, and I missed it?

From: Alperin-Sheriff, Jacob (Fed) 
Sent: Thursday, September 15, 2016 9:30 AM
To: Moody, Dustin (Fed) <dustin.moody@nist.gov>
Subject: Re: PQC comments
Let me send you my “organized” version first so you can send that out too (instead?)

From: "Moody, Dustin (Fed)" <dustin.moody@nist.gov>
Date: Thursday, September 15, 2016 at 9:23 AM
To: "Daniel C Smith (daniel-c.smith@louisville.edu) (daniel-c.smith@louisville.edu)" <daniel-
c.smith@louisville.edu>, "Perlner, Ray (Fed)" <ray.perlner@nist.gov>, "Peralta, Rene (Fed)" 
<rene.peralta@nist.gov>, "Liu, Yi-Kai (Fed)" <yi-kai.liu@nist.gov>, "Jordan, Stephen P (Fed)" 
<stephen.jordan@nist.gov>, "Miller, Carl A. (Fed)" <carl.miller@nist.gov>, "Alperin-Sheriff, Jacob M. 
(Fed)" <jacob.alperin-sheriff@nist.gov>, "Chen, Lily (Fed)" <lily.chen@nist.gov>, "Bassham, Lawrence 
E (Fed)" <lawrence.bassham@nist.gov>
Subject: PQC comments
Everyone,
Just a reminder the comment period for our draft PQC requirements ends tomorrow. If you know 
anyone who you think needs a reminder, then let them know. On Monday, I’ll send out all the 
comments in one file, just to make sure we all have them. We can then begin discussing them by 
email, and we will have an internal meeting to discuss them on Tuesday, October 4.
Please don’t worry about responding back to the authors of the comments we receive. We don’t 
usually write individual responses when we make a public call for comments. We will discuss the 
comments together, and if we feel we want to reply back to anyone, we can then do so at that point. 
Thanks!
We’ll need to be pretty busy working on this. We want to have our Final version ready to be sent out 
publicly at the end of November or early December. Good news is that we don’t have to go through 
the FRN again (although we’ll still need to run what we have by the lawyers, who will probably not 
be very fast).
Dustin
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1. Background 

2. Proposed Requirements for Submission Packages

Mike Brown and Atsushi Yamada:

	They suggest that instead of a single deadline, “it may be preferable to separate submissions into several generations to allow for new findings to be accommodated.” 

2.A Cover Sheet 

2.B Algorithm Specifications and Supporting Documentation 

2.B.1 Complete Written Specification

	

Paragraph 3, Danilo Gligoroski:

"To facilitate the analysis of these algorithms by the cryptographic community, submitters are encouraged to also specify parameter sets that provide lower security levels, and to provide concrete examples that demonstrate how certain parameter settings affect the feasibility of known cryptanalytic attacks."



I suggest this sentence to be moved as a separate section that states the following:



"To facilitate the analysis of the submitted algorithms by the cryptographic community, submitters are required to specify parameter sets that provide lower security levels, and to provide concrete examples that demonstrate how certain parameter settings affect the feasibility of known cryptanalytic attacks."	



Rationale: “there will be a lot of overrated attacks that actually are not so efficient as the attackers would claim. … 

If in the submission documentation there are obligatory test parameters that have very low security margin, any published attack on the schemes is encouraged to be demonstrated *practically* on those low level parameters. … 

Additionally, providing parameters with low and very low security levels is in the line of a long tradition in public-key cryptography where many systems have been proposed accompanied with parameters with low and very low security levels, asking the cryptographers to practically break the systems with those low-level security parameters.”

Paragraph 3, Jan Seidl

	Wishes to replace  	

“For algorithms that have tunable parameters (such as the dimension of some underlying vector space, or the number of equations and variables), the submission document shall specify concrete values for these parameters. If possible, the submission should specify several parameter sets that allow the selection of a range of possible security/performance tradeoffs. In addition, the submitter should provide an analysis of how the security and performance of the algorithms depend on these parameters."”

With

[bookmark: _GoBack]“For algorithms that have tunable parameters (such as the dimension of some underlying vector space, or the number of equations and variables), the submission document shall specify concrete values for these parameters and the submitter is required to provide an analysis of how the security and performance of the algorithms depend on these parameters. If possible, the submission should specify several parameter sets that allow the selection of a range of possible security/performance tradeoffs.”



2.B.2 Detailed Performance Analysis

2.B.3 Known Answer Test Values

2.B.4 Description of Expected Security Strength

2.B.5 Analysis of Algorithm with Respect to Known Attacks

2.B.6 Statement of Advantages and Limitations



2.C Digital and Optical Media 

2.C.1 Implementations

First Paragraph, Mike Brown and Atsushi Yamada: 

	They wonder why we ask for optimized source code. “Typically, optimizations are a way for industry to differentiate product offerings from each other and as such should be considered out of scope for the standardization process. In addition, optimized code will often contain assembly which goes against the specification requirement of “written in ANSI C” ”.

Second Paragraph, Mike Brown and Atsushi Yamada:

Perhaps add encryption, decryption and shared secret generation for completeness.

2.C.2 Known Answer Tests

2.C.3 Supporting Documentation

First paragraph, Mike Brown and Atsushi Yamada:

	‘Typically source code is also considered to be “written material”.  To avoid ambiguity, perhaps reword as (sic) “supported documents.”’

2.C.4 General Requirements for Digital and Optical Media



2.D Intellectual Property Statements / Agreements / Disclosures

Jintai Ding,

	“What if the submission infringes on others’ patent or patent application and does not disclose it?” 

2.D.1 Statement by Each Submitter

Mike Brown and Atsushi Yamada:

	They complain that “quantum-resistant algorithm” is used here and want us to be consistent on that versus post-quantum 

2.E General Submission Requirements 

Mike Brown and Atsushi Yamada:

	 Complaint that the ANSI C code itself that we require is technically in ANSI C, not English. (I think all words can be in English, by choosing English-based variable names, so this isn’t even a valid complaint, but leaving it anyway). 

2.F Technical Contacts and Additional Information 

3. Proposed Minimum Acceptability Requirements 

Jintai Ding,

	“The submission package shall provide concrete values for any parameters and settings required to meet or exceed (to the best of the submitter’s knowledge) the relevant security targets in Section 4.A.4, for the appropriate security models in Sections 4.A.2 and 4.A.3.”



Does this mean for each security targets, a submission can have more than 1 set of parameters? 



Must each submission submit at least one set of parameters for each security target? 



4. Proposed Evaluation Criteria 

4.A Security 

Throughout Section, Damien Stehle:

	Wonders why only 264 signature/encryption queries allowed versus much “target security.” Responded to already by Ray Perlner. 

4.A.1 Applications of Public Key Cryptography

Mike Brown and Atsushi Yamada:

	Suggest we emphasize IPSec/IKE because “IKE is where the public key cryptography is” instead of IPSec and to also consider S/MIME. 

4.A.2 Security Model for Encryption/Key-Establishment

4.A.3 Security Model for Digital Signatures

4.A.4 Target Security Strengths

Aline Gouget:

Regarding “parameter sets meeting security strengths 2 and 4 should remain secure roughly as long as brute-force collision attacks against SHA-256/ SHA3-256 and SHA-384/SHA3-384, respectively, remain infeasible,” she cites Dan Bernstein https://cr.yp.to/hash/collisioncost-20090517.pdf , who claims that that the 2b/3 algorithm for collision finding of Brassard, Hoyer and Tapp (and by Grover and Rudolph) actually runs in time 2b/2/M1/2  on a size-M quantum computer, and this is actually no better (or even worse) than what one can do with a non-quantum computer using the Pollard rho collision, which he says takes 2b/2/M time. 



Based on this, she notes that “Based on this paper, it would mean that:

- For level 2 : 128 bits classical security /80 bits quantum security with the reference to a quantum brute-force collision attack on SHA-256/SHA3-256 would require a quantum computer of size 296 to find a collision on SHA-256/SHA3-256.

- For level 4 : 192 bits classical security / 128 bits quantum security with the reference to a quantum brute-force collision attack on SHA-384/SHA3-384 would require a quantum computer of size 2128 to find a collision on SHA-384/SHA3-384”



and then suggests that clarification is needed.

Jintai Ding,

	He wonders whether memory complexity should be taken into account for classical attacks, and whether an extremely memory-intensive attack is seen as problematic.

	He also wonders whether the number of quantum bits required should be considered as a factor (I think he means that since quantum bits are presumably more expensive than regular bits?)

Vadim Lyubashevsky,

I do not understand the relationship that is drawn between the security of public key primitives and brute-force attacks on SHA/AES. Unlike SHA/AES, the best attacks against public key primitives are not brute force, so there is no reason to assume that the effect of Grover’s algorithm on the quantum security of such primitives is analogous to its effect on symmetric ones such as SHA/AES.

Of course, when public key primitives use SHA as a sub-routine, the parameters of SHA should be set appropriately to resist quantum attacks (for example, in Fiat-Shamir constructions, one can use a hash function with 128-bit outputs to have 128 bits of classical security in the random oracle model, but would most likely need to use SHA-256 for 128-bits of quantum security.) But just because one needs to increase the security of the hash function does not imply that anything needs to be increased in the rest of the construction. For example, there are no known quantum algorithms for lattice reduction that outperform classical ones by any significant margin. Thus other than adjusting for a larger output from SHA, there would be no reason to increase the hardness of the lattice problem in the aforementioned Fiat-Shamir example.

Perhaps something reasonable that could be mandated is that if one uses hash functions or block ciphers within the primitive, then they must at a minimum have all the classical/quantum security features of SHA-256 and AES-256 (or one can just use SHA-256 or AES-256). But I believe that it would be very wasteful to set parameters so that the whole public key scheme is 256-bit secure classically when what we really want is that the scheme cannot be broken in 2^128 time on a quantum computer.

4.B Cost

4.B.1 Public Key, Ciphertext, and Signature Size

4.B.2 Computational Efficiency of Public and Private Key Operations

4.B.3 Computational Efficiency of Key Generation

4.B.4 Decryption Failures

Vadim Lyubashevsky,

Would it be possible for NIST to specify precisely what are the acceptable rates of decryption or key-agreement failures? If these failures lead to attacks, this is of course unacceptable. But if, for example, with probability 2^-30 the key-transport protocol fails and thus needs to be redone, is this something that’s acceptable?



4.C Algorithm and Implementation Characteristics 

Jintai Ding

“How about the versification of the implementations?  Should the implementations be easily versified that it indeed implements what is theoretical requires? ( Like sampling etc?)” (I think he means verification …)



5. Proposed Plans for the Evaluation Process 

5.A Overview

2nd-to-last paragraph, Danilo Gligoroski:

 “When evaluating algorithms, NIST will make every effort to obtain public input and will encourage the review of the submitted algorithms by outside organizations; NIST encourages the reviewers to demonstrate their findings and attacks both on the versions with parameters that achieve full security levels, as well as with practical attacks on the provided parameter sets with lower security levels; however, the final decision as to which (if any) algorithm(s) will be selected for standardization is the responsibility of NIST."



5.B Technical Evaluation 

5.C Initial Planning for the first PQC Standardization Conference








